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Basic terms in Statistics

o . statistics o _
Toxicology: descriptive science > mechanistic studies
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Basic terms in Statistics

datum: each individual piece of experimental information
data: collection of pieces of experimental information

variables: independent: treatment variables directly controlled (predictors or explanatory variables)
dependent: effect variables dependent on the tfreatment

population: all the possible measures of a given set of variables

sample: represantative group



Basic terms in Statistics

AIM of Toxicological study: freatment -> effect in a biological system?

bias: systematic differences other than treatment
between the groups (e.g. selection biqs)

Low accuracy

chance: random differences Low precision

Low accuracy
High precision

signal/noise ratio: 4 chance of picking up a true
effect with confidence

High accuracy
High precision

accuracy: guoli’ry. of measurements of High acuracy
variables/expression of the closeness of a
measured value to ifs true value

precision: reproducibility of a series or repeated

measurements



Hypothesis testing and probability (p) values

significance level/p value: the probabillity that a difference has been erroneously
declared to be significant, typically 0.05 and 0.01, corresponding to 5% and 1% chance
of error

one-tailed p value: the probability of getting by chance a treatment effect in a
specified direction as great as or greater than that observed

two-tailed p value: the probability of getting by chance a freatment difference in
either direction that is as great as or greater than that observed

p value does not give direct information about the size of any effect



Estimating the size of the effect

Confidence interval (Cl) 95%: A range of values (above, below, or above and below)

the sample (mean, median, mode, etc.) that has a 95% chance of

containing the true value of the population (mean, median, mode); also called the
fiducial limit equivalent to p < 0.05

Cohen ‘s D: estimating the size of effect taking intfo account the standard

deviation
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Principles for experimental design in
toxicologic studies

SAMPLING

> bias / chance

EXPERIMENTAL DESIGN

> replication

» independence » randomization

» replacement > concurrrent control

» sample size — power,

s » balance
significance level

Statistical efficiency
Saving of resources



Minimizing the role of chance

Choice of species and strain: responses of interest rare in
untreated control group, evoked by appropriate tfreatment Effect )

Dose level: range of doses - dose-response curve

Duration of the experiment: For nonfatal conditions = ideal killing o o R
when average prevalence = 50% 0 O

—

Accuracy of determinations

Measured NOEL Measured NOAEL Measured LOAEL

Sampling: without bias, independently, with replacement

Number of animals: depends on
» The critical difference

« The false-positive rate

« The false-negative rate

« The variability in the material



erimental design in toxicologic studies-
Power analysis

¥ G*Power 31.94 [ESEEE =) i G*Power 3.19.4 [E=REE
File Edit View Tests Calculator Help File Edit View Tests Calculator Help
Central and noncentral distributions | protocol of power analyses Central and noncentral distributions | Protocol of power analyses
critical t =1.97143 critical t =2.00575
0.3 4 0.3 4
0.2 4 0.2 4
0.1 4 0.1+
0 T T T 0
-2 0 2 4 6
Test family Statistical test Test family Statistical test
[ttests ~| [Means: Difference between two independent means (two groups) - [ttests ~| [Means: Difference between two dependent means (matched pairs) -
Type of power analysis Type of power analysis
[A priori: Compute required sample size - given o, power, and effect size v] [A priori: Compute required sample size - given &, power, and effect size ']
Input Parameters Output Parameters Input Parameters Output Parameters
Tail(s) Noncentrality parameter 5 36228442 Tail(s) Noncentrality parameter 5 36742346
Effect size d 05 Critical 1.9714347 Effect size dz 0s Critical 2.0057460
o err prob 0.05 Df 208 o err prob 0.05 Df 53
Power (1-p err prob) 0.95 Sample size group 1 105 Power (1-p err prob) 0.95 Total sample size 54
Allocation ratio N2/N1 1 Sample size group 2 105 Actual power 0.9502120
Total sample size 210
Actual power 0.9501287
[ X-Y plot for a range of values ] [ Calculate ] X-Y plot for a range of values ] [ Calculate ]
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Avoidance of bias

Stratification: homogenous groups, control of confounding variables

Balance: simultaneous evaluation of the effect of several different factors 2 requirement -
the contributions of the different factors can be separately distinguished and estimated

Randomization

Adequacy of control group (eg same route of administration)



Experimental design - sampling methods

Population

Population

A. Random sampling
Sample size: 4

B.Stratified sampling
Sample size: 2+2

C. Systematic sampling
employed in quality control

D. Cluster sampling

pool already divided into
separate groups = selection
of small ses of groups >
selection of a few members
from each set



Experimental design types in toxicology

Randomized block:

Latin Square:

Blocking: arrangement or sorting of the members of a population into
groups based on characteristics that may alter an experimental outcome
(genetic background, sex age)

N

Randomization.each tfreatment group - at least one member of each
blocking groups

Members of each block - assigned in unbiased-random fashion

Age (Weeks)
Source Litter 6-8 8-10 10-12 12-14
A: control
1

B C D B: low

A C: infermediate
B D: high
C

2
o B I w = I =2

C
D
A

w » O




Experimental design types in toxicology

Factorial design: all levels of a given factor combined with all levels of every other factor in the
experiment - interaction effect, synergism, antagonism

No freatment
Ireatment A
Ireatment B
Ireatment A and B

AN —

Nested design (dependent): each subfactor evaluated only within the limits of a single larger
factor



Types of variables and frequency distributions

Types of Variables (Data) and Examples of Each Type

Classified by Type
Scale Scalar
Continuous Ranked
Discontinuous Scalar
Ranked
Attribute
Quantal
Frequency distribution ~ Normal
Bimodal
Others

Example

Body weight

Severity of a lesion

Weeks until the first observation of a
tumor in a carcinogenicity study

Clinical observations in animals

Eye colors in fruit flies

Dead/alive or present/absent

Body weights

Some clinical chemistry parameters

Measures of time to incapacitation



Types of variables and frequency distributions

Classification of Data Commonly Encountered

in Toxicology
Type of Data

Continuous normal

Continuous but not normal

Scalar data

Examples

Body weights

Food consumption

Organ weights: absolute and relative

Mouse ear swelling test (MEST)
measurements

Pregnancy rates

Survival rates

Crown—rump lengths

Hematology (some)

Clinical chemistry (some)

Hematology (some; WBC)

Clinical chemistry (some)

Urinalysis

Neurobehavioral signs (some)

PDI scores

Histopathology (some)

Count data

Categorical data

Resorption sites

Implantation sites

Stillborns

Hematology (some; reticulocyte counts,
Howell-Jolly, WBC differentials)

Clinical signs

Neurobehavioral signs (some)

Ocular scores

GP sensitization scores

Mouse ear swelling test (MEST)
sensitization

Counts

Fetal abnormalities

Dose/mortality data

Sex ratios

Histopathology data (most)




Methodology selection

What is objective
of analysis?

To be able to predict If yes
effects/actions
of agents?

Modeling function

Reduction of
dimensionality
function

To sort out which If yes
variables are
important?

To determine if there
are differences
between groups of data?

If yes

Hypothesis-testing
function



Methodology selection

Hypothesis-testing

Assumed parametric data

"/\

Visua ly examine the data;
do they gppea normally
distributed?

Yes Na

a!a such asbody
weights, Blood cdl counts, e,

Comparison of three

Comp arison of two

of More groups groups
Bartlett's
hamogeneity
aof variance
: ' Not normal (+)
Not signif. () | Skanif. (+) Sc athe -
. v ) aram®
(Homogeneows) (Hetemgensous) data: Cat egori cal) quantal) data
Normal (=) includes such daTa s Tentage values, ranks etc ——
—— Frequency datasuch & mortalities,
Comp arison of two Comparsonof three pathologyfindings etc.
Analysis F aroups of if the of more groups all 3 or more groups
of varian ce test variancein oneor with some variatlon
more groups =0 within group
“Sgnil (+) | Hot skl (-) Not dgnil. () | Sknil.(+) (no variation within group)
IHomogen) [Heterogen) I ) ‘
Ny =Ny My N Fishers | signif.(+) RixC
1772 T2 exact chi-
Intracom parson only of D ta pot Wilcaxon ted scjuane
groups ve, controls? dgnificant, Student’s -test rank-2um Krue ka - Wallis
Cr oup sizes No moret ests de =Ny +N;)-2 e nonpara metric
approximately equal ? NECESSary. (2 groups) ANCV A
W answer to |e|ther is no l Ifanswerlto both isyes Signif. (+) | Net signif. )
Student’s
Duncan's multipl e , - Cachran
Dunnett's [-es t-test
range test de=N-1 = e Daanot .
free:'n t:;nore significant. Not signif. ()
‘ “If plot doss not ¢ karly demorstrate lackof normality exact tests may be employed. comparls:ns No more tests
-If continuois data, Kalmogorow Smirmoy test. necesary.

Afdiscontinuous data, Chisquare goodness of At test may be used.




Methodology selection: Modeling

Are data continuous or
discrete in nature?

Continuous Discrete
[ |
How many variables? What is desired?
3 or more 2
I ! | |
Relationships among Relationships Modelin Measure of
variables between variables I g relationships
i
[ |
Nonlinear Linear Nonlinear Kendall's rank
components regression correlation
Nonlinear | Linear
Discriminant Multiple | |
analysis regression What is desired? What is desired?
Measure of Measure of
Modeling | relationships relationships Data type
Percentage |Continuous
Norinea Kendall's rank Correlation : - :
correlation coefficient Probit/logit plots Linear
or moving regression or
averages trend analysis




Statistical graphics

Exploration: summarizing data, deciding on appropriate forms for further analysis
Analysis: use of graphs to evaluate aspects of data, determining outliers

Communication and display of data: showing important tfrends or relationships in the data



Construction of graph

Forms of Statistical Graphics (by Function)

Exploration
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Data Summary

Box and whisker plot
Histogram

Dot-array diagram
Frequency polygon
Ogive

Stem and leaf diagram

Two Variables

Autocorrelation plot
Cross-correlation plot
Scatterplot

Sequence plot

Analysis

Three or More Variables

Biplot

Cluster trees

Labeled scatterplot

Glyphs and metroglyphs

Face plots

Fourier plots

Similarity and preference maps
Multidimensional scaling displays

Weathervane plot

Distribution Assessment

Probability plot

Model Evaluation and Assumption Verification

Average vs. standard deviation

Decision Making

Control chart

00 plot Component-plus-residual plot Cusum chart
P-P plot Partial residual plot Half-normal plot
Hanging histogram Residual plots Ridge trace
Rootagram Youden plot
Poissonness plot

Communication and Display of Data
Quantitative Graphics Summary of Statistical Analyses Graphical Aids

Line chart
Pictogram
Pie chart
Contour plot
Stereogram
Color map

Histogram

Means plot

Sliding reference distribution
Notched box plot

Factor space/response
Interaction plot

Contour plot

Predicted response plot
Confidence region plot

Confidence limits
Graph paper

Power curves
Nomographs
Sample—size curves
Trilinear coordinates




Thank you !



Experimental design - sampling methods

Population

' \i\ i\ Random sampling c N N
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Low-dose exirapolation / NOEL estimation
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Methodology selection: Hypothesis-testing

Table 1. Parametric and Nonparametric Statistical Methods for Quantitative Data

Content of analysis Parametric Nonparametric
Unpaired two-group comparison Student’s z-test Wilcoxon rank-sum test
Paired two-group comparison Paired r-test Wilcoxon signed rank-sum test
Analysis of homogeneity of population means among multiple groups One-way ANOVA Kruskal-Wallis test

Analysis of homogeneity of population means among multiple groups with block Randomized Block method

Friedman test

Multiple comparisons

Comparisons with a control group Dunnett test
All pairwise comparisons Tukey test
Comparisons with a control group (assuming dose dependency) Williams test

Dose dependency analysis Regression analysis

Steel test
Steel-Dwass test
Shirley-Williams test
Shirley test
Jonckheere test

I
N



Methodology selection: Reduction of dimensionality

Establish objective
of desired data reduction

Multidimensional Cyclic patterns Multidimensional Analysis Quantitative
Data to be or nonmetric data to be identified and/or corrected for relationships of
linearized to be assigned and measured nonmetric data single linear/time  multidimensional
relative or removed to be grouped variable data to be established
Multidimensional Principal
. scaling or Fourier Cluster Life-table components
Transformations - - - - -
nonmetric analysis analysis analysis or canonical
scaling correlations




